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Abstract

Over the past three decades a sizeable international literature on financial distress prediction has developed (Altman, 2001). However, most empirical studies to date have relied on fairly simplistic modelling techniques, such as multiple discriminant analysis, binary logistic or rudimentary multinomial logit models (MNL). Recent research in discrete choice modelling has highlighted the limitations of these models, particularly in relation to their restrictive statistical assumptions and their failure to incorporate firm-specific observed and unobserved heterogeneity (both within and between firms) of any kind. Advanced probability models, such as mixed logit, not only have more appealing statistical properties but also allow for a high level of behavioural richness and definition to be specified in model estimation. This added flexibility and sophistication can improve the explanatory and predictive performance of financial distress models. We discuss the theoretical underpinnings of mixed logit and demonstrate its empirical usefulness in the context of a three-state failure model. Comparisons of model-fit statistics and out-of-sample forecasting accuracy indicate that the mixed logit model outperforms standard logit by significant margins.
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Introduction

The prediction of firm financial distress has occupied the attention of accountants and financial economists for many decades now (Altman, 2001). Bankruptcies can impose a significant economic and social cost on the economy. As a result, the development of more accurate forecasting techniques is of importance to a variety of user groups who may have an existing or potential stake in business enterprises, including investors, creditors, managers, suppliers, employees and regulators. Distress forecasts are now used for many purposes, including monitoring of the solvency of financial and other institutions by regulators, assessment of loan security, going concern evaluations by auditors, the measurement of portfolio risk, and the pricing of defaultable bonds, credit derivatives and other securities exposed to credit risk (Scott, 1981; Shumway, 2001; Altman, 2001; Duffie and Singleton, 2003; Jones and Hensher, 2004).

While there is extensive interest in financial distress prediction among researchers and practitioners, much of the literature has relied on relatively simplistic multiple discriminant analysis (MDA), binary logistic or probit analysis or rudimentary multinomial logit models to predict corporate failure (MNL) (see e.g., Altman 1968; Altman, Haldeman, and Narayan, 1977; Ohlson, 1980; Zmijewski, 1984; Lau, 1987).

The major limitation of the financial distress literature (and other related accounting literatures) is that there has been no recognition of the major developments in discrete choice modelling in recent years which has increasingly relaxed behaviourally questionable assumptions associated with the IID condition (independently and identically distributed errors) and allowed for observed and unobserved heterogeneity to be incorporated into model estimation. The latter in particular has been shown in other fields of the social sciences to have an important role to play in explanation and prediction (see Train, 2003).
A related problem is that most studies to date have modelled failure as a simplistic binary classification of failure or nonfailure (see Jones, 1987). The relevance of two state failure models has been questioned by many (particularly practitioners), one reason being that the strict legal concept of bankruptcy may be misleading, as not all corporate bankruptcy filings reflect the underlying economic reality of corporate financial distress (Lau, 1987; Delaney, 1991). Delaney (1991) for instance illustrates how some US firms have misused Chapter 11 bankruptcy protection provisions for their own economic gain. The two state model can also conflict with underlying theoretical models of financial failure and limits the generalisability of empirical results to other types of financial distress (other than outright failure) which can be observed in practice (Scott, 1981; Lau, 1987; Bahnson and Bartley, 1992; Hill et al., 1996). Other commentators have pointed out that the practical risk assessment decisions of banks and other lenders usually cannot be reduced to a simple pay off space of only two possible outcomes: failed and nonfailed (Ward, 1994; Ohlson, 1980).

The purpose of this paper is to discuss the theoretical significance of the mixed logit model and provide an empirical illustration of its performance in the context of financial distress prediction. We introduce a three state failure model for the purposes of our empirical illustration. The remainder of this paper is organized as follows: section 2 discusses the theoretical foundation of the mixed logit model and how it improves on more basic discrete choice models used in much previous research and section 3 outlines the research methodology and empirical results. This is followed by concluding remarks.

Theoretical Foundations of the Mixed Logit Model

Mixed logit is the latest among a new breed of econometric models being developed out of discrete choice theory (Train, 2003). Discrete choice theory is concerned with understanding the discrete behavioural responses of individuals to the actions of business, markets and government when faced with two or more possible outcomes (or choices) (Louviere et al., 2000). Discrete choice theory has developed from the microeconomic theory of consumer behaviour, such as the formal definition of agent preferences as inputs into a choice or outcome setting as determined by the utility maximization of agents. Given that the researcher has incomplete knowledge on the information inputs of the agents being studied, it is only possible to explain a choice outcome up to a probability of it occurring. This is the basis for the theory of random utility (see Louviere et al., 2000 for a review of literature). While random utility theory has developed from economic theories of consumer behaviour, it can be applied to any unit of analysis (such as firm failures, bond ratings or takeovers etc) where the dependent variable is discrete.

The concept of behavioural heterogeneity (individual variations in tastes and preferences), and how this impinges on the validity of various theoretical and empirical models has been the subject of much recent attention in the economics literature and elsewhere (see e.g., Grandmont, 1982; 1992; Kneip, 1999). However, econometric techniques to model heterogeneity have taken time to develop (particularly software algorithms), despite a long standing recognition that failure to do so can result in inferior model specification, spurious test results and invalid conclusions (Louviere, Hensher and Swait, 2000; Train, 2003).

Starting with the simple binary logit model, research progressed during the 1960s and 1970s to the multinomial logit (MNL) and nested logit models, the latter becoming the most popular of the generalized logit models. Although more advanced choice models such as mixed logit existed in conceptual and analytical form in the early 1970s, parameter estimation was seen as a practical barrier to their empirical usefulness. However, the development of simulation methods (such as simulated maximum likelihood estimation) enabled the open-form models such as mixed logit
Mixed logit and its variants have now developed very rapidly and have effectively supplanted simpler models in many areas of economics, marketing, management, transportation, health, housing, energy research and environmental science (Train, 2003). This can largely be explained in terms of the substantial improvements delivered by mixed logit over binary logistic and MNL models in terms of explanatory and predictive power.

Considering the case of firm failures, the main improvement is that mixed logit models include a number of additional parameters which capture observed and unobserved heterogeneity both within and between firms. In addition to fixed parameters, mixed logit models include estimates for the standard deviation of random parameters, the mean of random parameters and the heterogeneity in the means (these are interactions between contextual and/or continuous variables with random parameters).

The probability of failure for an individual firm using a binary logistic or MNL model is simply a weighted function of its fixed parameters (i.e., assumption of homogeneous preferences) with all other behavioural information assigned (incorrectly) to the error term. A fixed parameter essentially treats the standard deviation as zero (i.e. no preference heterogeneity associated with a specific attribute) such that all the behavioural information is captured by the sample mean.

Standard logit models assume the population of firms is homogeneous across attributes (such as financial ratios) with respect to domain outcomes (i.e., levels of financial distress). For instance, the parameter for a financial ratio such as total debt to total equity is calculated from the sample of all firms (thus it is an average firm effect), and does not represent the parameter of an individual firm. The coefficient for total debt to total equity is the same for all firms. However, in reality we might expect the coefficient for a failed firm such as (in Australia) One.Tel or HIH to be different to ‘healthy’ established firms such as BHP or Telstra. Mixed logit models take into account that individual coefficients for each firm can vary across the sampled population (hence the term ‘random parameters’).

For a mixed logit model, the probability of failure of a specific firm in a sample is therefore determined by the mean influence of each explanatory variable with a fixed parameter estimate within the sampled population, plus, for any random parameters, a parameter weight drawn from the distribution of individual firm parameters estimated across the sample. This weight is randomly allocated to each sampled firm unless there are specific rules for mapping individual firms to specific locations within the distribution of firm specific parameters.

It can be seen that the mixed logit model makes greater use of the behavioural information embedded in any dataset appropriate to the analysis. Ultimately, these conceptual advantages provide an improved foundation for explanation and prediction. The theoretical advantages of the mixed logit model are further considered in the formal specification and analysis of the model which now follows.

The Mixed Logit Model

Like any random utility model of the discrete choice family of models, we assume that a sampled firm (q=1,…,Q) faces a ‘choice’ amongst I alternatives in each of T occasions. Firms do not choose to fail per se, hence we use the phrase outcome domain (or simply outcome) as the descriptor of the observed choice outcome. A firm q is assumed to recognize the full set of alternative outcomes in occasion t and to focus on business strategies designed to result in the delivery of the outcome associated with the highest utility (i.e., nonfailure). The (relative) utility associated with each outcome i as evaluated by each firm q in occasion t is represented in a discrete outcome model by a utility expression of the general form:

$$U_{itq} = \beta_i X_{itq} + \epsilon_{itq}$$ (1)
X_{eq} is a vector of explanatory variables that are observed by the analyst (from any source) and include attributes of the alternative outcomes (where observed), characteristics of the firm and descriptors of the decision context in occasion t, β_{eq} and e_{eq} are not observed by the analyst and are treated as stochastic influences.

Jones and Hensher (2004) provide an intuitive explanation of how equation (1) operates in a practical outcome setting. To visualise this, think of the modelling task as being one of representing sources of variance that contribute to explaining a specific outcome such as firm financial distress. For a specific firm, equation (1) has variance potential associated with the coefficient attached to each observed characteristic (i.e., β), to each observed characteristic itself (i.e., X) and the unobserved effects term (e).

We could expand this equation out to reflect these sources of variance for three characteristics, defining ‘0’ as observed and ‘U’ as unobserved, as (dropping the q and t subscripts):

\[ U_i = (\beta_{01}X_{01} + \beta_{u1}X_{u1}) + (\beta_{02}X_{02} + \beta_{u2}X_{u2}) + (\beta_{03}X_{03} + \beta_{u3}X_{u3}) + e_i \] \hspace{1cm} (1a)

It can be seen from equation (1a) that each characteristic is now represented by a set of observed and unobserved influences. In addition each parameter and characteristic can itself be expressed as some function of other influences, giving more depth in the explanation of sources of variance. As we expand the function out we reveal deeper parameters to identify. In the most restrictive (or simplistic) versions of the utility expression, we would gather all the unobserved sources together and replace (1a) with (1b):

\[ U_i = \beta_{01}X_{01} + \beta_{02}X_{02} + \beta_{03}X_{03} + (\beta_{u1}X_{u1} + \beta_{u2}X_{u2} + \beta_{u3}X_{u3} + e_i) \] \hspace{1cm} (1b)

and would collapse the unobserved influences into a single unknown by assuming that all unobserved effects cannot be related in any systematic way with the observed effects:

\[ U_i = \beta_{01}X_{01} + \beta_{02}X_{02} + \beta_{03}X_{03} + e_i \] \hspace{1cm} (1c)

Furthermore by defining a utility expression of the form in (1c) for each alternative outcome i and imposing a further assumption that the unobserved influences have the same distribution and are independent across alternatives, we can remove the subscript i attached to e. What we have is the functional form for the utility expressions of a multinomial logit (MNL) model. This intuitive discussion has highlighted the way in which an MNL model restricts, through assumption, the opportunity to reveal the fuller range of potential sources of influence on utility as resident throughout the full dimensionality of equation (1a). Explaining these fuller sources is equivalent to explaining the broader set of sources of observed and unobserved heterogeneity on an outcome domain.

A condition of the MNL model is that e_{eq} is independent and identically distributed (IID) extreme value type 1. It is well documented in the literature that violation of the IID condition can lead to biased parameter estimates and misleading statistical inferences (Greene, 2005). To illustrate this a little further, consider the three failure states that we model in this study: nonfailure; insolvency; and outright failure. The IID condition implies that for any attribute (or combination of attributes), the error structure of the model (the deviation of each observation from the logistic regression equation) is identical across the distress outcomes, and further there is no correlation in the error structure between and within observations across the outcome alternatives. This assumption is likely to be very unrealistic, particularly

2 Extreme value type 1 (EV1) is a commonly used distribution in discrete choice analysis. The phrase ‘extreme value’ arises relative to the normal distribution. The essential difference between the EV1 and normal distributions is in the tails of the distribution where the extreme values reside. With a small choice set such as two alternatives this may make little difference because the resulting differences in the choice probabilities between the normal and EV1 is usually negligible. When there are more than two alternatives, however, there can be a number of very small choice probabilities. As a result, differences between the distributions can be quite noticeable (see Hensher, Rose and Greene, 2005).
when modelling company financial data which tends to exhibit a high degree of heteroscedasticity (or unequal variance) under many circumstances. For example, operating cash flow is a variable that typically exhibits a higher degree of volatility (dispersion in distribution) in distressed and failed firms relative to ‘healthy’ nonfailed firms. 

Violation of the IID condition can potentially be a serious problem in estimating discrete choice models (as it is in classical linear regression models). We would want to correct for this problem in some way in order to improve the performance and reliability of the model. The mixed logit model corrects for IID violations through a partitioning of the stochastic component into two additive (i.e., uncorrelated) parts. One part is correlated over alternative outcomes and heteroskedastic, and another part is IID over alternative outcomes and firms as shown in equation (2) (ignoring the $t$ subscript for the present)

$$U_{iq} = \beta'x_{iq} + (\eta_{iq} + \varepsilon_{iq})$$ (2)

where $\eta_{iq}$ is a random term with zero mean whose distribution over firms and alternative outcomes depends in general on underlying parameters and observed data relating to alternative outcome $i$ and firm $q$; and $\varepsilon_{iq}$ is a random term with zero mean that is IID over alternative outcomes and does not depend on underlying parameters or data.

The Mixed Logit class of models assumes a general distribution for $\eta$ and an IID extreme value type 1 distribution for $\varepsilon$. That is, $\eta$ can take on a number of distributional forms such as normal, Rayleigh, lognormal, and triangular. The probabilities in a mixed logit model do not exhibit the well known independence from irrelevant alternatives property (IIA). This is handled through the

error components approach, which treats the unobserved information as a separate error component in the random component.

The standard deviation of a $\beta$ parameter accommodates the presence of preference heterogeneity in the sampled population of firms. While we could potentially handle this heterogeneity in the context of a fixed $\beta$ parameter (i.e., a basic logit model) through data segmentation (e.g., a different model for each industry segment) and/or attribute segmentation (e.g., separate $\beta$s for different industry segments), in contrast to treating it all as random, the challenge of these (deterministic) segmentation strategies is in picking the right segmentation criteria and range cut-offs that account for statistically significant sources of preference heterogeneity. A random parameter representation of preference heterogeneity is more general; however such a specification also carries a challenge in that these parameters have a distribution that is unknown. Alternative analytical distributions can be evaluated such as the normal, lognormal and triangular (recent research suggests that the triangular distribution provides the best population-level predictive performance on a holdout sample – see Hensher and Jones, 2005).

Mixed logit models can be ordered or unordered. An ordered approach is appropriate where the dependent variable follows a natural ordinal ranking (e.g., a rating scale that ranges from low to high).

In this study we specify an ordered model$^4$, where the dependent variable represents a logical progression from the nonfailure state to outright failure.

---

$^3$ IIA implies that the ratio of the probabilities of two alternatives is independent of the presence or absence of another alternative. Since violation is linked to $\varepsilon_{q,i,t}$, then the challenge is to ensure that all of the influences are represented in the $P'x_{q,i,t}$ and/or the IID associated with the error component is relaxed.

$^4$ As explained in Jones and Hensher (2004), ordered models involve the specification of a single latent regression equation. The observation mechanism results from a complete censoring of the latent dependent variable. In an unordered model, a utility expression is specified for each outcome alternative. To identify an unordered model, one of the alternatives needs to be selected as the “base” category (which is set to zero). With an ordered specification of outcomes it is possible to allow a single characteristic or attribute to impact on all outcomes since the notion of an alternative is not applicable.
Explanatory variables can be readily incorporated into the mixed or random parameter logit model in the usual manner that they are incorporated into a regression equation. Estimates are obtained for both the parameters associated with each of the firm-specific variables, and the threshold parameters (which are a feature of ordered mixed logit models).

A Three-State Prediction Model
To illustrate the performance of the mixed logit model, we set out a three state model as follows:

State 0: non-failed firms;
State 1: insolvent firms. For the purposes of this study, insolvent firms are defined as: (i) failure to pay Australian Stock Exchange (ASX) annual listing fees as required by ASX Listing Rules; (ii) a capital raising specifically to generate sufficient working capital to finance continuing operations; (iii) loan default, (iv) a debt/total equity restructure due to a diminished capacity to make loan repayments.
State 2: firms who filed for bankruptcy followed by the appointment of liquidators, insolvency administrators or receivers.

We develop two samples for the purposes of model estimation and validation. The estimation sample is based on firm financial distress data collected between 1996 and 2000. Over this period we collect a sample of failed firms (state 2) and a sample of firms with solvency problems (state 1). We attempted to collect up to five annual reporting periods of data on all firms in categories 0,1 and 2, unless certain conditions described below were not met. To avoid the backcasting problem noted by Ohlson (1980), data are collected only from the financial statements already in the public domain on the date the failure is first made known to the market. The same procedure is followed for firms in state 1. To avoid over sampling problems and error rate biases associated with matched pair designs (see e.g., Casey and Bartczak, 1985; Gentry, Newbold and Whitford 1985; Jones 1987) we use a sample of failed and nonfailed firms which better approximates actual fail rates in practice (Zmijewski, 1984). This produces a final useable sample of 2,838 firm years in the nonfailed state 0; 78 firms years in state 1; and 116 firm years in state 2.

A validation sample is collected for the period 2001-2003 using the same definitions and procedures applied to the estimation sample. This produces a final useable sample of 4,980 firm years in the nonfailed state 0; and 119 and 110 firms years in states 1 and 2, respectively. The larger sample of nonfailed firms in the validation sample reflects a significant increase in the number of new listings on the ASX over this period and the fact that the more recent financial distress data was found to be relatively more complete than for the estimation sample.

Only publicly listed firms on the ASX are included in the estimation and validation samples. Furthermore, only firms who reported cash flow information under requirements of the Approved Australian Accounting Standard AASB 1026 “Statement of Cash Flows” are included in both samples. Compliance with AASB standards has been mandatory in Australia under the requirements of the existing Corporations Act (1991) of the day; hence we could find very few instances of noncompliance with AASB 1026. In a very small number of cases, firms are deleted from both samples because no financial statement records could be found. Following the approach of Ohlson (1980) no firm is deleted simply because it is newly or recently listed, and some firms in both our samples only had one or two years of financial reports. Consistent with Ohlson (1980), if a firm produced its annual report after the announcement of failure, then its published financial report of the previous reporting period is used. In the estimation sample, the average lead time between the date of the previous annual report and the announcement of failure was approximately 11.2 months (and 10.4 months for validation sample) which is broadly consistent with the lead time.
reported in other studies (Altman, 1968; Ohlson, 1980).

With respect to the sample of insolvent firms, we employ the same data collection procedures used for failed firms. The financial report prior to the indication of the firm’s solvency problem is used for estimation purposes. Whether a firm experienced a solvency problem (as defined in this study) is ascertained from the analysis of the ASX’s Signal G releases.

For the estimation sample, financial statement data is collected on firms in each of the three states from four major sources: (i) Aspect Financial Pty Ltd’s Financial Analysis Database (2003) and DatAnalysis Database (2003) – two leading Australian financial database sources which contains up to 15 years of historical data on all listed companies in Australia (ii) Huntley’s Delisted Company Database (1993-1999), which contains all delisted firms in Australia up until 1999; (iii) ASX Market Comparative Analysis, 2003; and (iv) company financial statements collected from the Australian Securities and Investment Commission (ASIC). For the validation sample, all the financial data and failure statistics are generated from a customised data feed provided commercially to the authors by AspectHuntley Pty Ltd.

Explanatory Variables

We test a number of financial variables used in research over the last three decades (see e.g., Beaver, 1966; Altman, 1968; Altman, Haldeman and Narayan 1977; Ohlson, 1980; Zemjewski, 1984; Casey and Bartczak 1985; Gentry, Newbold and Whitford, 1985; Jones 1987). These financial measures include ratios based on cash position; operating cash flow (CFO); working capital; profitability and earnings performance; turnover; financial structure; and debt servicing capacity. Furthermore, we test reported CFO rather than estimates of CFO (Hribar and Collins, 2002). Ratio measures based on reported CFO are the net operating cash flow number extracted from company cash flow statements prepared under AASB 1026.

We now briefly comment on the contextual variables. In contrast to previous research, which has tended to be restricted to industrial or manufacturing firms (Jones, 1987), this study tests the predictive value of financial variables on four major sectors: the old economy sector; the new economy sector; the resources sector and the financial services sector. This classification approach has been adopted for a variety of reasons: (1) it recognizes that industry sectors are structurally different and have different financing, operating and investing characteristics that can undermine inter-sector comparability and generalisability (Ohlson, 1980). We attempt to capture sector-specific affects in our modelling in order to make determinations about the generalisability of our results as well as assess the predictive value of our model to specific sectors; (2) the classification approach gives explicit recognition to the economic characteristics of Australian industry, particularly the emerging importance of the New Economy sector in Australia over the past decade, which now amounts to more than 60% of the market capitalization of the ASX (ASX Market Comparative Analysis, 2003). Firms in the New Economy sector are classified according to the ASX industry classification guidelines, outlined in the ASX Market Comparative Analysis (2003). These are: (i) health and biotechnology; (ii) high technology; (iii) internet firms; and (iv) telecommunications. Furthermore, in Australia, the resources sector constitutes the largest and single most important export industry – nearly 30% of all listed firms in Australia are resource companies (see ASX Market Comparative Analysis, 2003).
Table One: Fixed and Random Parameter Estimates and Model-Fit Summary for Final Mixed Logit Models (100 Halton draws)

<table>
<thead>
<tr>
<th>Variables (^{(a)})</th>
<th>Mixed Logit Parameter Estimates (t-values)</th>
<th>MNL Parameter Estimates (^{(b)}) (t-values)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Fixed parameters:</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>-2.85 (-39.2)</td>
<td>-2.6703 (-33.75)</td>
</tr>
<tr>
<td>Total debt to gross operating cash flow</td>
<td>0.00895 (4.08)</td>
<td>-.001654 (-6.7)</td>
</tr>
<tr>
<td>Working capital to total assets</td>
<td>-0.0119 (-10.765)</td>
<td>0.00186 (4.62)</td>
</tr>
<tr>
<td>Resources sector (1,0)</td>
<td>-0.5063 (-3.032)</td>
<td>Ns (^{(c)})</td>
</tr>
<tr>
<td>New economy sector (1,0)</td>
<td>0.725 (4.101)</td>
<td>0.40586 (3.12)</td>
</tr>
<tr>
<td>Finance sector (1,0)</td>
<td>ns</td>
<td>0.33873 (2.38)</td>
</tr>
<tr>
<td>Sales revenue to total assets</td>
<td>ns</td>
<td>-.00095 (-3.06)</td>
</tr>
<tr>
<td>Cash resources to total assets</td>
<td>-</td>
<td>0.002186 (4.98)</td>
</tr>
<tr>
<td>Net operating cash flow to total assets</td>
<td>-</td>
<td>-.00091 (-9.2.87)</td>
</tr>
<tr>
<td>Total debt to total equity</td>
<td>ns</td>
<td>ns</td>
</tr>
<tr>
<td>Cash flow cover</td>
<td>ns</td>
<td>0.00042 (3.8)</td>
</tr>
</tbody>
</table>

**Random parameter means:**
- Cash resources to total assets: -0.0608 (-7.65)
- Net operating cash flow to total assets: -0.0171 (-9.21)
- Total debt to total equity: 0.0009 (2.68)
- Cash flow cover: -0.0051 (-7.93)

**Standard deviations of random parameters:**
- Cash resources to total assets: 0.0827 (13.173)
- Net operating cash flow to total assets: 0.0122 (6.104)
- Total debt to total equity: 0.00509 (12.66)
- Cash flow cover: 0.0048 (6.836)

**Heterogeneity in means:**
- Total debt to total equity*New_Econ \(^{(d)}\): -0.0076 (-5.75)
- Cash flow cover*New_Econ: 0.00819 (5.287)

**Threshold Parameters:**

<table>
<thead>
<tr>
<th>Threshold Parameters</th>
<th>Mu(0)</th>
<th>Mu(1)</th>
<th>Mu(1)</th>
<th>Mu(2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mu (0 \text{ to } 1) )</td>
<td>0</td>
<td>1.2611 (10.1)</td>
<td>1.0398 (16.6)</td>
<td></td>
</tr>
<tr>
<td>( \mu (1 \text{ to } 2) )</td>
<td></td>
<td>-2057.46</td>
<td>-2057.46</td>
<td></td>
</tr>
<tr>
<td>Log-likelihood at zero</td>
<td></td>
<td>-776.17</td>
<td>-1971.95</td>
<td></td>
</tr>
<tr>
<td>Sample size</td>
<td>2838</td>
<td>2838</td>
<td>2838</td>
<td></td>
</tr>
</tbody>
</table>
### Table One (Continued)

<table>
<thead>
<tr>
<th>Variable</th>
<th>Mean</th>
<th>Std.Dev.</th>
<th>Minimum</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>New economy sector</td>
<td>0.165</td>
<td>0.371</td>
<td>0.000</td>
<td>1.000</td>
</tr>
<tr>
<td>Finance sector</td>
<td>0.138</td>
<td>0.345</td>
<td>0.000</td>
<td>1.000</td>
</tr>
<tr>
<td>Resources sector</td>
<td>0.204</td>
<td>0.403</td>
<td>0.000</td>
<td>1.000</td>
</tr>
<tr>
<td>Net operating cash flow to total assets</td>
<td>-2.159</td>
<td>26.910</td>
<td>-404.760</td>
<td>256.640</td>
</tr>
<tr>
<td>Cash flow cover</td>
<td>7.218</td>
<td>81.220</td>
<td>-1014.986</td>
<td>1134.000</td>
</tr>
<tr>
<td>Cash resources to total assets</td>
<td>19.050</td>
<td>25.124</td>
<td>0.000</td>
<td>177.000</td>
</tr>
<tr>
<td>Total debt to gross operating cash flow</td>
<td>4.375</td>
<td>14.367</td>
<td>0.000</td>
<td>229.520</td>
</tr>
<tr>
<td>Total debt to total equity</td>
<td>56.836</td>
<td>152.620</td>
<td>0.000</td>
<td>698.870</td>
</tr>
<tr>
<td>Working capital to total assets</td>
<td>3.751</td>
<td>77.675</td>
<td>-850.000</td>
<td>323.000</td>
</tr>
<tr>
<td>Sales revenue to total assets</td>
<td>66.050</td>
<td>104.070</td>
<td>0.000</td>
<td>1734.600</td>
</tr>
</tbody>
</table>

(a) The full list of financial and contextual variables examined in the analysis included: net operating cash flow to total assets; net operating cash flow to sales revenue; cash flow cover (net operating cash flow to annual interest payments); total debt to gross operating cash flow (where gross operating cash flow equals total receipts from customers minus payments to suppliers); two annual periods of negative CFO, coded 1 = yes; 0 = no; three annual periods of negative CFO; coded 1 equal yes; 0 = no; cash resources (cash, deposits and marketable securities) to total assets; cash resources (cash, deposits and marketable securities) to current liabilities; current assets to current liabilities; working capital (current assets – current liabilities) to total assets; total debt to total equity; total liabilities to total equity; total debt to total assets; total liabilities to total assets; market value of equity to book value of debt; interest cover (reported EBIT to annual interest payments); reported EBIT to total assets; return on equity (net profit after tax to total equity); return on assets (net profit after tax to total assets); annual growth in sales revenue; sales revenue to total assets; retained earnings to total assets; natural log of total assets (a control variable for size); new economy sector (if a new economy sector firm coded 1, 0 otherwise); resources sector (if a resources sector firm coded 1, 0 otherwise); old economy sector (if an old economy sector firm coded 1, 0 otherwise); finance sector (if a finance sector firm coded 1, 0 otherwise).

(b) Note that all MNL parameters are fixed.

(c) ns = not significant

(d) Interaction of total debt to total equity and the new economy sector variable (coded 1 if a new economy firm, 0 otherwise).

---

The resources sector is classified by the ASX as: (i) gold companies; (ii) other metals and (iii) diversified resources. Financial services are defined by the ASX as banks and finance houses, insurance companies and investment and financial services companies.

Old economy firms are defined for the purpose of this study as all firms not being in the new economy, resources and financial services sectors; and (3) our classification scheme is sufficiently broad to preserve a statistically

---

5 Industries include: Alcohol & Tobacco; Building Materials; Chemicals; Developers & Contractors; Diversified Industrials; Energy; Engineering; Food & Households; Infrastructure & Utilities; Media; Miscellaneous Industrials; Paper & Packaging; Property Trusts; Retail; Tourism & Leisure; and Transport.
model fit is not as good. The MNL log-likelihood has only decreased from -2057 to -1972. Using a likelihood ratio test we can calculate the likelihood ratio as \(-2\times(1972-776) = -2392\) at 8 degrees of freedom. This is chi-square distributed and at any level of significance the mixed logit is a substantial improvement over MNL.

The mixed logit results in Table One indicate that some variables have a single fixed parameter whereas other variables (four of them - cash resources to total assets, net operating cash flow to total assets, total debt to total equity and cash flow cover) have up to three parameters representing their role. Importantly, the unobserved heterogeneity as represented by the standard deviation parameters is statistically significant for all four financial variables. Further, we find that for total debt to total equity and cash flow cover, the interaction with the new economy dummy variable has produced a contextual effect suggesting that membership of the new economy has a differential influence on the role of these variables to the failure outcome.

If the researcher was to estimate a simple multinomial or binary logit model, the opportunity to establish the role of the mean and variance influence of a particular variable (through the structure of its parameter space) would be denied. This is an important finding and recognition of the amount of information loss that is caused by rigid model specifications. The ability to capture important relationships through a random parameter specification has meant that such information has not been assigned (incorrectly) to the IID random component as exists for a standard logit model.

**Predictive Performance of the Mixed Logit Model**

The overall predictive performance of the mixed logit model and MNL can be investigated by deriving the predicted probabilities for each firm for each outcome on our validation sample. In deriving the probability outcomes for the mixed logit model we have to recognize that some explanatory variables are a composite function of a mean parameter, a distribution around the mean and decomposition of the mean by some contextual effect (in our case it is the new economy effect). Each individual firm is ‘located’ in parameter space on the normal distribution for four financial variables (cash resources to total assets, net operating cash flow to total assets, total debt to total equity and cash flow cover). The precise formulation used to derive the contribution to relative utility of each outcome is:

- **Preference Distribution for cash resources to total assets**
  \[
  = -.06082089+.08277721*normal\ density
  \]

- **Preference Distribution for net operating cash flow to total assets**
  \[
  = -.01711009+.01229528*normal\ density
  \]

- **Preference Distribution for total debt to total equity**
  \[
  = .00090835-.00766415*new\_econ+.00509659*normal\ density
  \]

- **Preference Distribution for cash flow cover ratio**
  \[
  = -.00519331+.008199972*new\_econ+.00519331*normal\ density
  \]

where normal densities have mean zero and unit standard deviation. For each individual we randomly draw a location on the distribution given the mean and standard deviation and derive their overall contribution to ‘relative utility’. This is derived a repeated number of times and averaged per firm. We calculate the set of three outcome probabilities using the formula set:

- \(P_0 = \Phi(-Xb)\)
- \(P_1 = \Phi(Mu1-Xb) - P_0\)
- \(P_2 = 1 - P_1-P_0\)

Implementing a sample enumeration strategy on our hold out sample (as suggested by Jones and Hensher, 2004), we can compare the predictive performance of mixed logit and MNL. Table Two compares the forecasting accuracy of both models on pooled data, and on data 1, 3 and 5 reporting periods prior to failure. The overall results indicate that mixed logit has substantially better predictive accuracy than MNL across the pooled results, and in all reporting periods prior to failure. It is noted that the MNL is particularly poor in classifying financial distressed firms. For instance, in predicting state ‘2’ or outright
failure, the MNL model’s best performance is only 5% accuracy based on the pooled observations and its best result is 6.4% accuracy three reporting periods prior to failure. The MNL performs better in predicting state 1 (insolvent firms), though the accuracy rate is only 24% on the pooled data with a peak accuracy rate of 29% five reporting periods from the public announcement of insolvency problems. In contrast, mixed logit predicts state ‘2’ with 95% accuracy based on the pooled observations, and is 95% accurate up to three reporting periods prior to failure, with accuracy rates falling to 78% five reporting periods from failure. The model performs very well on predicting nonfailures, and the overall accuracy for predicting state 1 is also impressive, with over 90% accuracy three and five reporting periods prior to the public announcement of insolvency problems. Mixed logit has an overall forecasting accuracy (in terms of predicting accurately across all distress states) of 99.16% on the pooled data, 98.73% from the last reporting period, 99.6% accuracy from the third reporting period, and 98.9% accuracy from the fifth reporting period.

Table Two: Forecasting Performance of Final Mixed Logit and Multinomial Logit Models across Distress States 0-2

<table>
<thead>
<tr>
<th>Pooled Data (Reporting Periods 1-5)</th>
<th>Nonfailure (0)</th>
<th>Insolvent (1)</th>
<th>Outright Failure (2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td>Actual</td>
<td>Predicted</td>
<td>Actual</td>
</tr>
<tr>
<td>Mixed</td>
<td>95.60%</td>
<td>95.90%</td>
<td>2.28%</td>
</tr>
<tr>
<td>MNL</td>
<td>95.50%</td>
<td>99.30%</td>
<td>2.34%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Last reporting period prior to failure</th>
<th>Nonfailure (0)</th>
<th>Insolvent (1)</th>
<th>Outright Failure (2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td>Actual</td>
<td>Predicted</td>
<td>Actual</td>
</tr>
<tr>
<td>Mixed</td>
<td>95.70%</td>
<td>96.20%</td>
<td>2.37%</td>
</tr>
<tr>
<td>MNL</td>
<td>95.70%</td>
<td>99.37%</td>
<td>2.37%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Third reporting period prior to failure</th>
<th>Nonfailure (0)</th>
<th>Insolvent (1)</th>
<th>Outright Failure (2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td>Actual</td>
<td>Predicted</td>
<td>Actual</td>
</tr>
<tr>
<td>Mixed</td>
<td>95.70%</td>
<td>95.90%</td>
<td>2.02%</td>
</tr>
<tr>
<td>MNL</td>
<td>95.60%</td>
<td>99.27%</td>
<td>2.32%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Fifth reporting period prior to failure</th>
<th>Nonfailure (0)</th>
<th>Insolvent (1)</th>
<th>Outright Failure (2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td>Actual</td>
<td>Predicted</td>
<td>Actual</td>
</tr>
<tr>
<td>Mixed</td>
<td>96.20%</td>
<td>95.80%</td>
<td>1.93%</td>
</tr>
<tr>
<td>MNL</td>
<td>96.20%</td>
<td>99.38%</td>
<td>1.93%</td>
</tr>
</tbody>
</table>
Conclusions

Despite the proliferation in the financial distress literature over the past three decades, the modelling techniques used to explain and predict corporate distress are less developed than other fields of the social sciences. Much of the literature has relied on relatively primitive binary logistic models, and in a few cases a rudimentary MNL approach. Multiple discriminant analysis (MDA) has been another popular discrete choice technique used widely in the literature. However, MDA is even more restrictive in its assumptions than a basic logit model as it imposes further constraints (multivariate normality) on the covariates and produces only point estimates for each parameter, whereas the standard logit model only imposes strong distribution assumptions on the error structure. The probit model has also been used in some distress studies, but is more limited than logit because of its critical reliance on normal distributions (see McFadden and Train, 2000).

The focus of recent developments in the discrete choice literature has been on improving the behavioural realism of discrete choice models by relaxing the rigid assumptions associated with IID error terms in a manner that is conceptually enriching, computationally tractable and practical. The parameterisation of measures which capture observed and unobserved heterogeneity in model estimation is another important (and related) development. The mixed logit model is one approach that allows the analyst to relax the very rigid assumptions associated with IID, and allows a meaningful interpretation of the role of the mean and variance influence of a particular variable on an outcome domain. Such refinements hold much promise in this field of research. The results of this study confirm the superiority of mixed logit over standard approaches such as MNL. After adjusting for the number of parameters, mixed logit produced a substantially improved model-fit compared with MNL. Furthermore, the out-of-sample forecasting accuracy of the mixed logit design was much superior to multinomial logit. Future research could test the performance of the mixed logit model in other popular discrete choice settings (such as takeovers research, bond ratings and accounting method choices). Furthermore, the mixed logit model can be tested against other potentially powerful advanced choice models (not discussed in this paper) such as latent class MNL and generalized nested logit (see Jones and Hensher, 2005 for more details).
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